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Abstract. The aim of the study was to conduct a comprehensive analysis of the role of artificial intelligence as a
tool for attacks and defence in information systems, with a focus on evaluating the effectiveness of existing approaches
and justifying prospects for integrating artificial intelligence to enhance cybersecurity under conditions of increasing
intelligent threats. Within the framework of the study, the confrontation between offensive and defensive artificial
intelligence systems in a dynamic environment with adaptive behaviour was modelled, which made it possible not
only to identify typical threat vectors but also to assess the effectiveness of corresponding countermeasures. It was
found that generative models, particularly those based on reinforcement learning, effectively adapted to defensive
responses, bypassing traditional filters and heuristics. At the same time, the highest resilience to such attacks was
demonstrated by combined approaches that integrated Federated Learning, blockchain, and differential privacy: the
level of resistance to attacks increased by up to 40% with a moderate decrease in accuracy (3-6%). Adversarial training
ensured an increase in security of up to 25%, although the accuracy dropped by up to 4%, and its effectiveness depended
significantly on the completeness and variability of training data. Homomorphic encryption proved to be the most
confidential approach, but remained limited in practical use due to excessive resource consumption and processing time.
Although blockchain tools contributed to transparency and data immutability, these tools involved high latency, which
complicated the application in real-time conditions. Overall, the results of the study confirmed the appropriateness
of using multimodal, adaptive, and multi-level protection strategies for artificial intelligence systems, especially amid
the growing number of generative attacks, as evidenced by real cases (e.g., Disney). The practical significance lay in
the formation of foundations for the development of adaptive cyber defence systems capable of countering intelligent
attacks in real time. The obtained results could be used to enhance the security of critical infrastructure, financial
platforms, and autonomous systems
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Introduction

The relevance of the study stemmed from the rapid devel-
opment of artificial intelligence (AI), which played a key
role in modern cybersecurity systems. However, alongside
this, the use of Al for attacks also increased, significantly
complicating traditional methods of information protec-
tion. Modern offensive systems, due to the ability to adapt
and evolve in real time, could bypass traditional protec-
tion methods, change malware signatures, create phishing
messages, or attack biometric systems. This created new
challenges for cybersecurity professionals and required
the development of innovative approaches to designing

defensive systems capable ofindependently adapting to new
threats. The “Al vs AI” system had become a reality, where
attacks and defence continuously interacted, learning from
each other - presenting researchers with the task of creat-
ing AI capable of effectively countering hostile intelligent
systems. This study considered the effectiveness of such in-
teractions and proposed new strategies for developing de-
fensive systems that could form the foundation for enhanc-
ing cybersecurity amid escalating technological threats.

During the period 2020-2025, the topic of “Al vs AI”
confrontation attracted the attention of many researchers,
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who proposed various approaches to building both defen-
sive and offensive systems based on Al. To form a com-
prehensive view of this issue, the conditional findings of
ten authors whose research was considered relevant to the
selected topic were analysed. G. Pu et al. (2020) focused
on developing a hybrid intrusion detection system based
on a combination of unsupervised learning and clustering
methods. The authors showed that such a system detected
new types of attacks but faced the problem of a high num-
ber of false positives when the network topology changed.
S. Al-Ahmadi et al. (2022) investigated the use of Gener-
ative Adversarial Network (GAN) for generating phishing
emails capable of bypassing modern anti-phishing filters.
The results demonstrated the ability of Al-attacks to out-
perform traditional filtering tools, highlighting the need
for new forms of dynamic content analysis. D. Calvare-
si et al. (2021) proposed the use of reinforcement learning
agents for continuous real-time system monitoring and
demonstrated the effectiveness of this approach under
changing input data, but noted that the models required
significant training and computational resources. R.R. Go-
pireddy (2024) analysed data poisoning attacks, where the
attacker manipulated training sets to distort the perfor-
mance of the defensive Al The results showed that even
slight data distortion significantly reduced the accuracy of
deep learning-based models.

J. Wu et al. (2022) presented a multi-level defence
system based on an ensemble of models that intercepted
complex multistep attacks. At the same time, the authors
pointed out the risks of excessive complexity, which com-
plicated the interpretability of model decisions. D.L. Ma-
rino et al. (2025) proposed the use of transformer archi-
tectures to analyse network traffic for anomaly detection.
The approach demonstrated high accuracy but remained
vulnerable to attacks that mimicked legitimate user behav-
iour. A. Ragmani et al. (2020) studied the effectiveness of
adaptive neural network-based models for protecting cloud
services. The research showed that such models coped bet-
ter than traditional ones with Distributed Denial of Service
(DDoS) attacks, but worked less effectively under limited
input data. K. Santhi et al. (2024) conducted an analysis
of ethical risks associated with the use of Al in defensive
systems, particularly the likelihood of false user identifi-
cation or breaches of confidentiality. The authors empha-
sised the need to ensure algorithmic transparency during
implementation. M. Hasan (2024) explored the integration
of defensive models with blockchain technologies to coun-
ter event log modification in cyberinfrastructure. The solu-
tion demonstrated resistance to manipulation but required
optimisation for transaction processing delays. P.S. Mu-
huri et al. (2020) developed an attack vector prediction sys-
tem based on historical data and deep recurrent networks.
The approach reduced incident response time by 30%, but
proved less effective under conditions of data scarcity or
non-representativeness.

Thus, the summarised analysis showed that no ap-
proach was universal. The development of the “Al vs AI”

direction required not only engineering innovations but
also a deep interdisciplinary understanding in the fields
of machine learning, ethics, security, and information
technology. Despite significant progress in applying Al to
protect information systems, a number of important as-
pects remained insufficiently researched. In particular,
most existing approaches focused on the isolated use of
AT either for attacks or for defence, whereas the dynamic
interaction between offensive and defensive Al systems in
real time remained limited in study. Insufficient attention
was also paid to the resilience of defensive models in the
case of combined intelligent attacks involving multiple
tactics — for example, data poisoning alongside phishing or
social engineering. Furthermore, the question of defensive
systems’ adaptability to rapidly evolving threats posed by
self-learning attack algorithms remained open. All of this
determined the need for a deeper study of the “Al vs AI”
confrontation in the context of the dynamic and complex
environment of modern cybersecurity.

The aim of the study was to determine the effective-
ness and limitations of modern Al-based defence tools in
the context of evolutionary confrontation with Al attacks,
with the further justification of directions for improving
the cyber resilience of information systems. To achieve this
aim, the following tasks were set: to model typical interac-
tion scenarios between defensive and offensive Al, identify
critical vulnerabilities in defensive model performance un-
der intelligent attacks, and propose approaches to increas-
ing the adaptability and effectiveness of defensive systems
in a constantly changing threat environment.

Materials and Methods

This study implemented a multi-level approach to the
analysis and modelling of the confrontation between of-
fensive and defensive Al under conditions of escalating cy-
ber threats and increasing complexity of digital infrastruc-
tures. The primary objective was to build a conceptual and
practical model of interaction between Al systems within
the “Al vs AI” scenario, reflecting the realities of modern
cyberspace where both sides of the conflict could employ
intelligent agents. The study analysed scientific publica-
tions, real-world attack cases, and statistical data covering
the period from 2020 to March 2025. This timeframe made
it possible to trace the evolution of offensive and defensive
strategies of Al systems, as well as to monitor changes in
the frequency, complexity, and effectiveness of security in-
cidents. The analysis used sources from academic publica-
tions, technical documentation, cybersecurity reports, and
open cases of digital infrastructure breaches.

Particular attention was paid to generative attacks,
especially face falsification using GANs, in the context of
the increasing difficulty of detecting forgeries in biomet-
ric systems. Physical objects such as glasses with modified
textures were considered as potential tools for carrying out
subtle attacks on facial recognition systems. In the field
of attacks on text-based systems, the use of stylometric
analysers and filters focused on detecting Al-generated
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phishing messages was analysed. The study also covered
novel approaches to model inversion based on facial recon-
struction from latent space using diffusion mechanisms.
Among the examined countermeasures was the use of fed-
erated learning to reduce data compromise risks through
decentralised processing. In the cryptographic domain,
the application of fully homomorphic encryption was ana-
lysed, allowing computations to be performed on encrypt-
ed data without decryption. Additionally, in the context of
dynamic deployment of security infrastructure, the use of
unmanned aerial vehicles as mobile nodes capable of adap-
tively responding to threats in real time was explored.

The first stage of the study involved developing a clas-
sification system for offensive AI agents that enabled a
structured representation of the functionality, goals, ad-
aptability, and level of autonomy. The classification con-
sidered four key parameters: type of action (analytical,
generative, manipulative), training model (static train-
ing, continuous learning, reinforcement learning), attack
target (data, infrastructure, user), and level of autonomy
(human-operated, semi-autonomous, fully autonomous
agents). This made it possible to identify the most high-
risk combinations of traits — for example, fully autonomous
agents with generative functions that adapted to environ-
mental changes in real time. The second stage included
practical modelling and simulation of interaction scenarios
between Al agents on both sides. Frameworks such as Ten-
sorFlow 2.0, PyTorch, and the OpenAl Gym environment
were used to implement the models. The agents were im-
plemented as modules with clearly distributed functions:
offensive agents generated penetration scenarios, data
manipulation, or deception model training, while defen-
sive agents performed detection, classification, blocking,
or recovery. Particular attention was paid to adversarial ex-
amples, where minimal changes in input data could result
in misclassification. The third stage involved a comparative
analysis of simulation results. The effectiveness of system
interaction was assessed using several criteria: average at-
tack detection time, classification accuracy, false positive
rate, model adaptability, and computational costs for both
sides. The obtained data made it possible to identify weak
points in defence systems under conditions of dynamic
offensive strategies. Real-world cases were also used to
build simulations. Thus, the research methodology com-
bined theoretical generalisation with practical modelling,
providing in-depth understanding of the characteristics
of the confrontation between intelligent systems under
next-generation cyber threats.

Results

Classification of AI attack tools and defence strate-
gies in a dynamic environment. In the context of the
“Al vs AI” confrontation study, it is appropriate to classi-
fy Al tools used for attacks according to several criteria:
type of action, training method, usage purpose, and level
of autonomy. Depending on the type of action, offensive
Al was categorised as information-analytical, generative,

and aggressively influential. Information-analytical agents
were used to collect and process data on the target, iden-
tify vulnerabilities, and analyse user behaviour, particular-
ly through the use of natural language processing to scan
open sources. Generative models, including GANs, enabled
the creation of fake images, videos, messages, and other
content used in phishing campaigns or social engineer-
ing attacks. Aggressively influential models were aimed at
actively disrupting systems — through injecting malicious
data into training sets, generating input data to deceive the
model, or modifying data during transmission.

By training method, these Al systems were divided into
pre-trained and adaptive. The former relied on a pre-formed
knowledge base and were designed for mass attacks, while
the latter learned in real time, adjusting the behaviour
based on the defence system’s responses, increasing the
attack’s effectiveness. According to the usage purpose, at-
tacks targeted data, models, or users. Data attacks involved
stealing, encrypting, or destroying information using intel-
ligent analysis of file structures and access rights. Model
attacks aimed at reverse engineering or identifying weak-
nesses in the defence system’s logic. In turn, user-targeted
attacks involved imitating human behaviour, personalising
phishing messages, or manipulative communication based
on psychological profiling (Karl & Potter, 2023).

Al-based attacks and defences exist in constant dy-
namic — offensive Al analyses vulnerabilities in defensive
systems, attempts to bypass protective measures, and
finds new paths for intrusion, while defensive Al, in turn,
adapts to these changes. For instance, when generative
models (like GANs) are used to create fake data, a defen-
sive system may detect such data through anomaly pattern
analysis, making it increasingly difficult over time for of-
fensive models to succeed. However, defence systems must
respond to these changes in time, otherwise an attack may
succeed. This battle is often cyclical: attacks evolve, and
the discovery of new vulnerabilities or strategies is con-
tinuously followed by improved defence models (Kumar et
al., 2024). A distinctive feature of the interaction between
offensive and defensive Al is the adaptability of both sides.
In the modern environment, where offensive systems can
actively adjust to new conditions and defence strategies,
defensive Al systems must also possess self-learning ca-
pabilities. For example, the use of adversarial training en-
ables defence systems to “learn” from attacks, improving
resilience. Offensive Al, using methods that adapt to new
defence techniques (e.g., developing new attacks based
on the analysis of previous results), forces defence to con-
stantly evolve (Shah, 2024). This means that the defence
system must quickly react to new attack methods, continu-
ously updating detection models and techniques. Systems
that self-learn and use artificial neural networks to analyse
large volumes of data can offer high adaptability even to
unforeseen types of attacks.

According to the latest studies, the frequency of
Al-driven data attacks increased between 2020 and 2025.
Specifically, in 2023 the number of phishing attacks rose
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by 265% compared to the previous year, many of which
were Al-generated. It is projected that by 2025, 45-50%
of phishing emails targeting businesses may be generat-
ed using AI, with victim response rates rising to 62-65%.
Furthermore, in 2024 a rise in Al-based attacks was ob-
served, accounting for approximately 40% of all cyber
threats (Martin, 2025). These trends highlighted the
need for effective defence strategies against Al-powered
attacks. In particular, attention should be paid to multi-
modal authentication, the use of synthetic data detection
algorithms, and the implementation of differential priva-
cy mechanisms. It is also important to restrict open access
to model APIs and implement query frequency control to
prevent model inversion attacks.

It is critical to note that certain shared vulnerabilities
exist across both offensive and defensive systems. These are
often linked to data limitations used for training AI mod-
els. For example, if the defence system’s training dataset
is incomplete or inaccurate, the offensive system may find
a “breach” by exploiting undocumented vulnerabilities.
Conversely, if the offensive system uses adversarial attack
methods, its effectiveness may depend on the accuracy and
volume of its training data. If these data are insufficiently
comprehensive, the offensive system may become vulner-
able to countermeasures from the defence side. Therefore,
the interaction between offensive and defensive Al systems
is complex and multifaceted (Truong et al., 2020). This is
a constantly evolving field, where each side’s effectiveness
depends on the ability to adapt to changing conditions,
as well as on real-time self-learning and evolution. In the
“Al vs AI” sphere, attacks on information systems using Al
take various forms and implementation methods. Some
of the most effective approaches include the use of GANSs,
adversarial input, and reinforcement attack methods. Each
of these has distinct features and capabilities for bypass-
ing existing defence systems. GANs are powerful tools for
generating fake data or content that can mislead detection
systems. A GAN consists of two main components: a gen-
erator, which creates new data, and a discriminator, which
tries to determine whether the data are fake. These two
components operate in a competitive manner: the genera-
tor attempts to create data realistic enough to fool the dis-
criminator, while the discriminator tries to distinguish real
from generated data (Navidan et al., 2021). In the context
of AI attacks, GANs can be used to generate fake images,
videos, voice recordings, or texts for social manipulation,
phishing, or even manipulation of machine learning out-
comes. For instance, GANs can create fake faces so realistic
that it is possible to deceive biometric systems.

Adversarial input attacks involve the attacker crafting
specially designed inputs that mislead a machine learning
model, causing it to make incorrect predictions or deci-
sions. Adversarial inputs are visually imperceptible to hu-
mans but can severely disrupt the system’s functionality,
especially in neural networks that are sensitive to minor
input perturbations. This type of attack includes modify-
ing images, text, or other information so that the model

misinterprets the data. For example, altering individual
pixels on an image may cause a neural network to misclas-
sify it, even though the image appears unchanged to the
human eye. This method can be used to bypass security
systems based on machine learning, such as facial recog-
nition or suspicious transaction verification systems. Rein-
forcement attacks use reinforcement learning principles to
optimise the attack strategy. In this approach, the offensive
agent uses a system of rewards and penalties to build the
most effective strategy for evasion. These attacks typical-
ly involve interactive learning, where the agent observes
the defence system’s reactions and adjusts its strategy ac-
cordingly. This type of attack is especially dangerous due
to its ability to self-optimise. The offensive system learns
the defensive AI’s behaviour and adapts to its responses,
continuously improving its methods to achieve its goal. As
a result, reinforcement attacks can effectively bypass even
advanced defence algorithms, since the attacking agent
can adjust its actions in real time.

Machine learning models used in defence systems can
be vulnerable to modification or reconstruction attacks.
Model attacks usually aim to gain access to the confiden-
tial training data. In particular, hackers may attempt to
reconstruct model parameters or even recover data used
in training, enabling deception or forgery of the system.
Models built on large datasets can be especially vulnera-
ble to this kind of attack, as attackers may exploit partial
information about model behaviour to reconstruct internal
parameters or training data structure, thereby targeting
specific vulnerabilities (He et al., 2020). Context-oriented
attacks are another complex method in which the attack-
ing system considers not only the data itself, but also the
context in which the data are transmitted. These attacks
can target the detection or manipulation of certain aspects
of an information system based on the context in which
it operates. This allows for more effective attacks, as the
system adapts to the specific conditions and vulnerabilities
inherent to a given context (Jiang et al., 2022).

Such attacks often leverage a deep understanding of
the defence system’s internal logic and its responses to
certain data types, allowing the attacking agent to tailor
its actions to match the conditions of the specific situation
in which the attack occurs. Thus, the use of tools such as
GANSs, adversarial input, and reinforcement attacks ena-
bles attackers to bypass security mechanisms efficiently,
adapting to changes and improving the strategies in real
time. As these methods allow offensive systems to learn
and adapt to defences, developing new countermeasures
becomes complex but vitally important for ensuring securi-
ty in the Al era. The integration of Al into cyber threats has
created a new class of attacks characterised by adaptability,
feedback learning, and high levels of disguise. For defence
systems, this means not only increased detection difficul-
ty but also the need for rapid adaptation to environmental
changes. Table 1 provided a classification of the main types
of Al-based attacks, the descriptions, practical examples,
and potential consequences for information security.
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Table 1. Types of Al attacks and the characteristics

Type of attacks Description Application example Potential consequences Attack effectiveness
. Fake images, texts, voices; | Reputation damage, fraud, T
GAN Creating fake data that tricking facial bypassing biometric High: difficult to
looks realistic to mislead. o distinguish fake data.
recognition systems. systems.
Making minor changes e .
Adversarial to the input data to l\élftdel ?&% J dl:gzig\‘/ees Eﬂéﬁgﬁi‘ﬂfgﬁgﬁ;ﬁg Medium: depends on the
input manipulate the model’s the classification system. security Systems. stability of the model.
behaviour.
. Adaptive attack that learns . Bypassing complex s - .
Reinforcement ith reinf t Feedback learning def hani It High: Optimised with
attack with reinforcemen to process attack results. elence mechanisms, sell- feedback.
to improve efficiency. optimising attacks.

Model inversion
attacks

Recovering training data or
internal model parameters
based on its behaviour.

Recovering personal data
from a machine
learning model.

Confidential data leak,
breach of confidentiality.

High: especially dangerous
when the model
is open access.

Context-aware

Attacks that take into
account the context of data

Data modification to
deceive systems that

Disruption of recommender
systems, interference

Medium-high: effective,
but depends on the quality

attacks to manipulate the system use context (e.g., in with the operation of the context
under specific conditions. recommender systems). of intelligent systems. :
Attacks usin Trainine a model to crack Increased resistance High: 74-87% success rate
Reinforcement . 8 g - to attacks, bypassing for CAPTCHA cracking; up
] reinforcements CAPTCHA or bypass Multi- Do o .
learning attack . - A complex authentication to 78% for Multi-Factor
to improve efficiency. Factor Authentication.

mechanisms. Authentication.

Source: developed by the author based on A.M. Adawadkar & N. Kulkarni (2022), V. Kumar & D. Sinha (2023), G. Agrawal et

al. (2024)

The comparative analysis of these attacks demonstrat-
ed that the most difficult to detect are context-oriented
and generative attacks, as these attacks integrate into typ-
ical user behaviour or imitate legitimate data. While adver-
sarial input attacks can often be neutralised by increasing
model robustness, methods such as reinforcement attack
or model inversion require fundamentally new approaches
to protection, including blocking external API access, dif-
ferential privacy enforcement, and regular model param-
eter updates. Thus, effective counteraction to modern Al
attacks requires not only technical upgrades to the defence
infrastructure but also a strategic rethinking of security as
an adaptive, multi-level process.

Counteraction methods against Al-based attacks: From
detection to adaptive defence. Adversarial input attacks
are among the most common forms of manipulation in ma-
chine learning systems. The main objective of such attacks
is to cause the model to produce incorrect results by manip-
ulating input data that appear correct at first glance but may
lead to serious errors. Several methods have been developed
to combat these attacks. One approach to defence involves
designing models capable of detecting anomalous or unau-
thorised changes in input data. This can be done by compar-
ing inputs to previously known “clean” samples or through
additional control models. Another method involves the
use of adaptive neural networks that automatically learn
from detected adversarial attacks, adjusting the algorithms
for increased resistance to similar manipulations. Such ap-
proaches enable systems to adapt to new types of attacks
without the need for constant retraining. Additionally, spe-
cialised architectures may be used, such as input data dif-
ferentiation or the introduction of noise during processing,
which significantly reduces the likelihood of the system
misclassifying data due to adversarial changes.

Technologies and Engineering, Vol. 26, No. 4, 2025

In the context of the dynamic confrontation between
offensive and defensive Al systems, each tool has not only
advantages but also objective limitations that affect its
practical effectiveness. For example, anomaly-based de-
tection systems used to identify unknown attacks demon-
strate high sensitivity to non-standard behaviour, but
often suffer from high false-positive rates, particularly
in complex dynamic environments with high variability
of legitimate activity. This significantly complicates the
scalability in critical infrastructure. Deep neural networks,
used for both offensive and defensive purposes, offer high
computational power and self-learning capabilities but are
also vulnerable to adversarial examples that can alter mod-
el decisions through nearly imperceptible modifications to
input data. Moreover, the lack of transparency and explain-
ability complicates security system auditing and certifica-
tion (Baniecki & Biecek, 2024). Regarding blockchain tech-
nologies, often positioned as tools to protect against data
tampering and loss of trust in event logs, the key advan-
tage - data immutability — relies on cryptographic block
linking and decentralised transaction validation. However,
this immutability has a cost: high processing latency, es-
pecially in public networks, as well as limited scalability
and complexity in integration with traditional information
systems. In private blockchains, by contrast, the level of de-
centralisation decreased, making such systems less secure
against node collusion (Gorbenko et al., 2017).

Adaptive defence frameworks based on reinforcement
learning demonstrate high effectiveness against evolving
threats but require large volumes of training episodes,
which are not always compatible with real-world time and
resource constraints. Such systems may also fail to adapt
correctly to delayed-effect attacks or hidden environmen-
tal changes. Multimodal authentication methods, recom-
mended as a defence against generative attacks (including
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GAN), enhance resistance to spoofing individual traits but
complicate user experience and increase implementation
costs due to the need to collect and store multiple types of
biometric or behavioural data. Furthermore, these meth-
ods are not entirely secure against data fusion level attacks.
As a result, no protective mechanism can be considered
universal or fully effective in all contexts. For this reason,
the modern cybersecurity paradigm increasingly leans to-
wards combined and adaptive approaches that allow the
limitations of one technology to be offset by the advan-
tages of another. Determining the right balance between
performance, cost, scalability, and protection level remains
a key challenge for developers and architects of secure Al
systems (Zhang et al., 2020a).

Reinforcement attacks, or adaptive attacks, involve us-
ing areward system to optimise attack strategy. In this case,
the attacking system can learn from feedback from previous
attacks, allowing it to gradually adapt its strategy for maxi-
mum success. This presents a serious security threat, as the
attack system can continuously improve, bypassing defen-
sive mechanisms. Adaptive algorithms are used to coun-
ter such attacks, which can monitor model behaviour in
real time, automatically detecting and neutralising attack
strategies (Wylde et al., 2022). Another approach involves
limiting the learning strategy of attacking systems, thereby
reducing attack effectiveness by restricting the scope for
aggressive behaviour optimisation. This includes limiting
reward parameters or defining optimisation boundaries.

GANSs are becoming increasingly popular not only for
creating realistic fake images, videos, and audio, but also
for attacks on security systems, particularly biometric ones.
GAN-based attacks can lead to serious security breaches,
especially when deceiving facial, voice, or fingerprint rec-
ognition systems. One method of defending against GAN-
based attacks is detecting synthetic data generated by such
networks. Specialised models are used to recognise incon-
sistencies between real and generated data. Additionally,
blocking fake data through filtering and verification tech-
niques enables the rejection of suspicious images or other
synthetic data types. The integration of blockchain tech-
nologies into cybersecurity systems significantly reduces
risks related to unauthorised access, data tampering, and
malicious impacts on infrastructure. One of blockchain’s
key advantages is its immutability: each transaction or
event is recorded in a decentralised ledger and cannot be
altered without the consensus of the majority of network
participants. This prevents tampering with security logs or
covert editing of system records, which is often the first ac-
tion taken by an attacker after breaching a system.Further-
more, the decentralised nature of blockchain eliminates
the single point of failure typical of centralised storage
systems, making DDoS or data hijacking attacks less effec-
tive. An attacker would need to simultaneously target nu-
merous nodes to compromise the system’s integrity, which
is extremely difficult in practice. Blockchain also enables
the implementation of more secure access control models
via smart contracts. These contracts automatically verify

user permissions for performing specific actions, blocking
unauthorised attempts to access or modify configurations.
As aresult, even administrative actions are logged and ver-
ified, and access policies cannot be secretly altered.

Another important aspect is the possibility of combin-
ing blockchain with AI modules for security event analy-
sis. Since data stored on blockchain cannot be changed, Al
models receive guaranteed reliable information for anoma-
ly analysis. This improves the accuracy of threat detection,
including abuse, phishing, or credential theft. Additionally,
blockchain ensures cryptographic verification of configu-
ration integrity, software updates, and digital certificates.
This enables the early detection of attempts to introduce
malicious components or firmware changes. Thus, block-
chain serves not only as a storage mechanism but also as
an active verification and control layer for critical IT in-
frastructure components. It enhances system trust, sup-
ports operational transparency, and ensures resilience to
complex targeted attacks. Blockchain is a powerful tool for
data security, as it enables the creation of immutable re-
cords that cannot be altered after entry into the system.
This is particularly useful in preventing attacks aimed at
altering or falsifying data. Using blockchain for data secu-
rity includes secure authentication and verification, allow-
ing data to be stored in immutable form and ensuring its
authenticity. Moreover, blockchain can be applied to create
distributed ledgers where all transactions are recorded in
multiple locations, making data manipulation impossible
without access to the entire network (Saleh, 2024).

In the context of a rising number of attacks aimed at
leaking confidential information, data protection is be-
coming a crucial component of cybersecurity. One of the
most effective protection methods is the use of differential
privacy techniques, which enable data processing without
compromising confidentiality. This method allows ma-
chine learning models to work with data without disclos-
ing private information (Lapid et al., 2024). It adds noise to
data to prevent the identification of individuals or objects.
An important element of protection is also data anony-
misation before it enters the system, preserving its util-
ity for training while preventing privacy breaches. These
Al-focused defence methods are just one part of a broader
strategy aimed at enhancing security in the modern digital
environment. Going forward, with the advancement of Al
and new technologies, it is crucial to continually update
protection approaches to remain prepared for emerging
cybersecurity challenges.

In the context of increasing cyber threats leverag-
ing Al capabilities, the development of effective defence
mechanisms has become critically important. Methods
for countering Al-based attacks are becoming increasing-
ly complex, combining both classical security approaches
and innovative solutions based on self-learning, anomaly
detection, and secure data processing. Table 2 presented
the main methods of protection against Al-based attacks,
including descriptions of the characteristics, advantages,
disadvantages, and areas of application.
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Table 2. Key methods for protecting against AI-based attacks

Method name

Principle of operation

Advantages

Limitations/
disadvantages

Areas of application

Adversarial
detection

Analysing incoming data
for suspicious changes.

Improves classification
accuracy; adapts
to new attacks.

May give false positive
results; requires
additional resources.

Autonomous systems,
biometrics, Internet
of Things.

Adaptive training

The model learns to
recognise new types of
attacks during operation.

Increases resistance
to unpredictable attacks.

Requires constant
monitoring and computing
power.

Critical infrastructures,
financial systems.

Protection against
GAN attacks

Detection of synthetic
data created
by generative networks.

Protection against fake
images, videos,
biometric forgeries.

High requirements for
the accuracy of detection
models.

Biometric systems,
digital security.

Noise input/

Adding statistical noise

Provides privacy without

May reduce model

Healthcare, user analytics,

differential privacy | to data to preserve privacy. losing functionality. accuracy. government services.
Blockchain Recogglinngmtﬂrjlg sbalcetlons transi)r;lrrgrlllctépile}gs;tance Scalability limitations; Data protection, audit,
protection distributed ledgers. to counterfeiting. high integration cost. document management.
Data Rpglrrslgrlgigir?fro?rgglggg Reducing the risk L;rfds 32:5511;1 reascsy Educational platforms,
anonymisation before analysis. of data leakage. in certain scenarios. medical research.
Feedback . . .
limitation for Rz(iluz:tl?agc lt(}éf égrfloéﬁitifn Reduces the effectiveness | Can slow down the system; Industrial systems,
reinforcement for training of adaptive attacks. difficult to configure. autonomous devices.
attacks :

Source: developed by the author based on A. Aldahdooh et al. (2022), Y. Liu et al. (2022), C. Barreto et al. (2023)

As shown in Table 2, each of the methods had its own
unique properties and limitations, which determined the
need for combination into multi-level security systems.
None of the approaches provided absolute protection
against all types of attacks, but together these approaches
significantly increased the security level of Al-based sys-
tems. Further research had to be focused on integrating
these solutions, adapting to new threats, and developing
dynamic models capable of independently detecting and
neutralising even previously unknown types of attacks. To
ensure resilience against Al-powered attacks, developers
had to consider a number of recommendations adapted to
the specifics of each type of threat. In particular, to protect
against attacks using GAN, it was advisable to implement
multimodal authentication that combined several levels of
verification — biometric, behavioural, and traditional (pass-
words, tokens). This made it more difficult to use fake im-
ages, voices, or videos to bypass security systems. It was
also recommended to apply algorithms for detecting syn-
thetic data, including deepfake detectors trained to distin-
guish signs of artificial generation.

Against adversarial input attacks - that is, the introduc-
tion of imperceptible changes into input data to manipulate
model behaviour — adversarial training proved effective,
where the model was also trained on noisy or distorted ex-
amples. Additionally, it was worth implementing normali-
sation mechanisms and permissible range checks to filter
suspicious input signals before processing. To counter rein-
forcement attacks, i.e., adaptive attacks that learned through
feedback, it was important to implement dynamic and varia-
ble authentication policies so that it would be difficult for the
attacking model to develop a stable strategy. Multifactor au-
thentication (including the use of temporary codes, biomet-
rics, and contextual information such as geolocation) signifi-
cantly complicated the learning process of attacking systems.
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Regarding model inversion attacks, where confidential
training data were reconstructed based on the model’s out-
put results, it was recommended to introduce differential
privacy mechanisms that added controlled noise to the
outputs and reduced the risk of leakage. It was also nec-
essary to limit open access to the model’s API, implement
query frequency control, and use authorisation layers. In
the case of context-oriented attacks, which used manipula-
tions with environment or user variables, it was advisable
to perform consistency checks (e.g., verifying whether geo-
location matched the user’s behavioural pattern) as well as
to verify data sources and timestamps. Anti-fraud modules
detecting anomalous behaviour were worth applying.

In general, one of the effective approaches was the use
of blockchain technologies for storing critical access logs
and user actions. Due to its immutability — ensured by cryp-
tographic hashing and consensus algorithms — blockchain
enabled the recording of all events in such a way that no
edits could be made by an attacker without detection. This
not only increased transparency and control but also made
it more difficult to cover traces of an attack or alter criti-
cal system parameters. It was also recommended to carry
out regular system testing for resistance to attacks (at least
quarterly) using generative methods and to implement a
Zero Trust architecture, which assumed no trust in system
components without verification, even within the internal
perimeter. This enabled timely detection and isolation of
potentially dangerous activity even at early stages.

Classification of Al attacks and countermeasures in the
dynamics of evolutionary confrontation. The analysis of
the effectiveness of offensive Al models and the response
speed of defence systems revealed a significant shift in the
balance of power in the modern cyberspace. In particular,
Al integrated into offensive mechanisms demonstrated
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high efficiency in bypassing classical threat detection
tools. For example, the use of GANs to generate phishing
emails or malicious traffic enabled attack success rates of
87-93%, significantly complicating the detection by signa-
ture-based systems. Offensive models with reinforcement
learning, used for breaking CAPTCHAs or bypassing mul-
tifactor authentication, achieved an attack success rate
of approximately 78%. In turn, defence systems based on
traditional machine learning algorithms (decision trees,
Support Vector Machine) showed an average intrusion re-
sponse time within 4.2-6.5 seconds. More effective were
deep neural networks, particularly Long Short-Term Mem-
ory or transformers, which allowed anomalies in traffic to
be detected within 2.1-3.4 seconds. The best results were
demonstrated by hybrid approaches that combined behav-
ioural analysis and anomaly detection models, with a re-
sponse time of around 1.7 seconds, although with a higher
false-positive rate — up to 9%. Additionally, in evolutionary
confrontation scenarios — where offensive and defensive Al
systems continuously adapted to each other - there was a
recorded 15-20% reduction in attack effectiveness after five
iterations of self-learning by the defence model, indicating
the promise of an adaptive approach to cyber defence (Has-
sija et al., 2019; Zhang et al., 2020b).

In the context of the rapid development of offensive
Al systems, studying the real-world impact on existing cy-
ber defence measures is becoming increasingly relevant.
Despite rising investment in intelligent defence solutions,
practical examples show that attackers are already actively
using generative models, training attacks, and other forms
of adaptive Al to bypass even complex defence mecha-
nisms. To gain a deeper understanding of the scale of this
threat, it is useful to examine specific cases in which AI-
based attacks have demonstrated high effectiveness in real
or experimental conditions. Real-world cases increasing-
ly show the use of Al in offensive scenarios, particular-
ly through generative models capable of bypassing mod-
ern defence mechanisms. A notable example was a study
where GANs were used to create artificial facial images
that successfully bypassed biometric authentication sys-
tems based on FaceNet. In this experiment, the generated
images showed up to 85% likelihood of misidentification,
allowing attackers to access accounts without physical
presence. The researcher found that even models trained
on large datasets such as Labeled Faces in the Wild could
not distinguish a GAN-generated fake face from a real one.
Another example was a study in which the researcher used

specially printed glasses with textures generated by Al to
trick the facial recognition system of Face++, simulating
another person’s appearance. This attack enabled targeted
identity imitation (i.e., appearing as a specific individual),
making the method potentially dangerous for banking or
access control systems.

In the field of text-based system hacking, the author
demonstrated how GAN-generated phishing emails, sty-
listically adapted to the victim’s correspondence, managed
to bypass more than 70% of spam filters, including those
using deep learning models on mail server sides. The click-
through rate on malicious links reached 32%, far exceeding
the average figures for classical phishing campaigns (10-
12%). Another case was a study in which it was proven that
offensive models with data inversion functionality, using
access to the API of a protected model, were able to recon-
struct facial images on which the model had been trained.
This poses significant risks of personal data leakage, even
without direct access to the data.

Defence methods used to counter Al-based attacks are
based on various principles, each with its own strengths
and limitations depending on the type of threat. For ex-
ample, blockchain technology relies on a distributed ledger
in which all data are recorded in the form of blocks linked
together by cryptographic hashes. Each new block con-
tains the hash of the previous one, making it impossible
to alter previously entered information without breaking
the entire chain. This ensures data “immutability” - if an
attacker attempts to change even a single record, all sub-
sequent blocks must also be changed and synchronised
with the majority of network nodes, which is virtually im-
possible in practice. This mechanism effectively protects
systems from transaction forgery, falsification of securi-
ty logs, or data poisoning in AI model training processes.

Given the growing cyber threats and constant im-
provement of offensive AI models, a comparative analysis
of key defence methods was timely, allowing the identifi-
cation of the strengths and weaknesses. This analysis con-
sidered not only the level of confidentiality and resilience
to attacks but also the impact on model accuracy, resource
intensity, and processing time. This enabled a reasoned se-
lection of the most appropriate approaches depending on
application specifics, available computational resources,
and risk levels. The summarised results of this analysis are
presented in Table 3, which showed a comparison of the
effectiveness of methods for ensuring Al system confiden-
tiality and resilience to attacks.

Table 3.Comparison of the effectiveness of methods for ensuring confidentiality and resilience of Al systems to attacks

Meiod | Pivay | Resitance [Impact on model| Resoure | Progessing | pppiicadon eatures

Fedented | pign | wedum | MU g | voderwe | glocl i edudng he kol
Homomarhc | Ve | wgh | Minor | Veyhigh | Veyslow | COTpationonencnpted da
Diflgental | gy | Medum- | Losolaectaer | yegum | Moderae | Poectingpersoaldata by adding nse
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Table 3. Continued

Method Privacy | Resistance |Impact on model Besour_ce Progessmg Application features
level to attacks accuracy intensity time
. . . . . Transparency, immutability, audit;

Blockchain High High Does not affect High High access control, logging.
Adversarial Low High Loss of accuracy Medium- Medium Increases resistance to attacks

training (up to +25%) 2-4% high by training on modified data.
Combined Very Very high Moderate loss of | High-very Moderate Integration of various mechanisms:
approaches high | (up to +40%) | accuracy (3-6%) high FL+DP+Blockchain; maximum adaptability.

Source: developed by the author

As shown in Table 3, none of the methods is univer-
sal, and the choice of an optimal approach should depend
on specific objectives, the threat context, and technical
limitations. For example, homomorphic encryption en-
sures the highest level of confidentiality but is extremely
resource-intensive and slow. While adversarial training
significantly increases resistance to attacks, it does not
protect against data leakage. Particularly promising are
combined models that integrate the advantages of different
approaches. For instance, the integration of blockchain and
differential privacy enables the creation of systems that
are simultaneously private, transparent, and resilient to
attacks. These integrated strategies demonstrate the best
performance under conditions of dynamic development of
offensive models and growing cybersecurity challenges.

In the case of Disney, a hacker distributed malware
disguised as an AI art application via platforms such as
GitHub. This enabled unauthorised access to an employee’s
computer, resulting in the theft of approximately 1.1 TB of
confidential information, including Slack messages, client
data, and internal corporate discussions (Mojadad, 2025).
British retailers fell victim to cyberattacks, allegedly car-
ried out by the Scattered Spider group, which uses phishing

and SIM swapping to penetrate networks. These attacks
disrupted the operation of online services and internal
company systems (The Times, 2025). Meanwhile, the CEO
of advertising giant Wire and Plastic Products was targeted
by fraudsters who used a deepfake of the voice to arrange
a fake video meeting with the company’s management,
attempting to obtain confidential information (BizzComu-
nity, 2024). These cases underline the need to implement
multi-layered protection strategies, including multimodal
authentication, synthetic data detection algorithms, and
mechanisms for differential privacy. It is also essential to
restrict open access to model APIs and introduce query rate
control to prevent model inversion attacks.

An important element in analysing the effectiveness
of modern offensive and defensive Al systems is studying
the dynamics of real cyber incidents across individual com-
panies. Particularly illustrative is the case of the Twitter
(X) platform, which in the latest years, has repeatedly be-
come a target of coordinated cyberattacks involving social
engineering, API abuse, and generative phishing schemes.
Table 4 presented summarised statistics for the 2020-2025
period, demonstrating the escalation of threats and the
shortcomings of classical defence approaches.

Table 4. Dynamics of cyberattacks on Twitter (X) in 2020-2025

Year Number of attacks / affected accounts Growth (%)
2020 ~130 accounts hacked (known accounts of politicians, companies, crypto exchanges) -

2021 Isolated attack attempts, no significant mass breaches recorded -98%
2022 5.4 million accounts (leaked due to API vulnerability) +4,050%
2023 ~200 million accounts (mass leak from forum) +3,600%
2024 ~249 million accounts (leaked due to reuse of old data and new phishing campaigns) +24.5%
2025 Large-scale DDoS attack causes global outage of X platform; no data leaks reported Data missing

Source: developed by the author based on J. Tidy & D. Molloy (2020), L. Abrams (2022), A. Mascellino (2023), Kaaviya (2024),

M. Chapman & B. Ortutay (2025)

The analysis of Table 4 revealed a clear trend: following a
large-scale attack in 2020, the company managed to tempo-
rarily reduce malicious activity, but from 2022 a sharp increase
in attacks has been observed, mainly due to technological
vulnerabilities and new threat vectors. Particular attention
should be paid to 2022, when a critical vulnerability in the
Twitter API was discovered, allowing attackers to mass col-
lect users’ personal data. In the period 2023-2025, the nature
of attacks changed: whereas social engineering previously
dominated, the key threats now include Al-based automated
tools, generative phishing platforms, and bot networks. This

highlights the need not only for rapid updates to technical
protection tools, but also for a rethinking of security archi-
tecture based on Zero Trust principles, dynamic authentica-
tion, behavioural analysis, and continuous self-learning of
defence systems. As of 2025, no official information has been
recorded regarding large-scale personal data breaches from
the Twitter (X) platform. Despite reports of a DDoS attack and
temporary service disruptions, data on the total number of af-
fected accounts or a rise in incidents is currently unavailable
or unconfirmed by open sources. Therefore, the assessment
of cyberattack dynamics for 2025 has not yet been presented.
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Discussion

The discussion of research findings regarding the use of Al
in the context of cybersecurity, particularly the “Al vs AI”
confrontation, revealed several key aspects that deserve
more detailed analysis. The examined types of attacks,
methods of the implementation, and the interaction of
offensive and defensive Al systems have a significant im-
pact on the current situation in the field of cyber defence.
It is important to note the classification of offensive Al
by various criteria. Such differentiation allows for a more
detailed study of the strategies of Al-driven attacks. Each
type of attack, whether information-analytical, generative,
or aggressively influential, requires specific protection ap-
proaches. For example, information-analytical agents are
aimed at collecting and processing data to identify vulner-
abilities, which may pose a threat to any system if effec-
tive monitoring and behavioural analysis mechanisms are
not applied. Generative models, particularly GANs, enable
the creation of fake data, which significantly complicates
the detection of such attacks. These models are already
actively used in phishing campaigns, requiring increased
attention to the development of content authenticity veri-
fication tools. Aggressively influential models, which affect
system functionality, especially through the introduction
of malicious data into training datasets or input data ma-
nipulation, represent a serious threat to system stability.
Q. Pan et al. (2022), in the study, proposed a classification
of offensive AI by type of impact - information-analyti-
cal, generative, and aggressively influential - emphasising
that each group requires specific approaches to detection
and neutralisation. The alignment with current results lay
in recognising the high threat posed by generative mod-
els, particularly the use in phishing campaigns, as well as
the danger of aggressively influential Al that manipulates
training data. At the same time, differences lie in protec-
tion approaches: the authors focused on the classification
and characteristics of threats, while the presented model
emphasised the integration of protection mechanisms, in-
cluding blockchain registration and behavioural anomaly
verification in critical infrastructure systems.

The classification by learning method also revealed
that pre-trained models were more effective under con-
ditions of mass attacks, whereas adaptive systems proved
significantly more dangerous due to the ability to change
behaviour in real time, adjusting to the responses of the
protection system. This highlights the importance of us-
ing self-learning systems in countering attacks, especial-
ly through the introduction of new learning methods in
protection systems. R. Sabitha et al. (2023), in the study,
classified offensive Al by learning method, finding that
pre-trained models demonstrated higher efficiency in ex-
ecuting mass attacks due to optimised structure and exe-
cution speed. At the same time, the authors gave particular
attention to adaptive systems, which the scientists con-
sidered much more dangerous due to the ability to change
behaviour in real time, responding to defence actions.
H.I. Kure et al. (2022) emphasised the need to implement

self-learning defence solutions capable of mimicking or
outpacing the evolution of attacks, which partially aligns
with the current conclusions regarding the integration of
dynamic, flexible algorithms into the protection of critical
infrastructure. However, unlike the authors, the current
model focused not only on adaptation but also on action
transparency through blockchain mechanisms.

An important aspect is the real-time interaction be-
tween offensive and defensive Al. During such confronta-
tions, offensive Al is able to adapt its strategies by seek-
ing new vulnerabilities in defence systems, which requires
continuous improvement of protection models. The cycli-
cal nature of this struggle, when offensive systems change
the strategies and defensive systems adapt to new threats,
increases the complexity of developing effective protection
systems. In turn, the use of methods such as adversarial
training allows defensive systems to improve the resilience
based on learning from attacks. R.R. Kethireddy (2023), in
the study, focused on the dynamic interaction between
offensive and defensive Al in real time. The author noted
that the ability of offensive Al to adapt to the behaviour of
defence systems creates a constant challenge for defensive
models, which must not only respond but also anticipate
possible attack strategies. The author also emphasised the
cyclical nature of this process — with changing attack ap-
proaches comes an increased need for the evolution of de-
fence mechanisms. This resonates with the current study,
which also highlighted the necessity of continuous protec-
tion updates. However, unlike the author, the current study
focused on integrating blockchain technologies as a means
of ensuring data integrity in this dynamic interaction, rath-
er than solely on adversarial training.

The adaptability of offensive and defensive systems,
as noted, is a key component of effective confrontation.
During the study, it was found that offensive Al, using
self-learning methods, can quickly adjust its strategy in
real time, making the battle between attacking and defen-
sive systems even more dynamic. This requires defensive
systems to make considerable efforts to timely detect new
attack methods and adapt to such methods. At the same
time, as noted by V. Nesterov (2023), the integration of Al
into data engineering enables advanced automation and
predictive analysis, which contributes to faster response
and informed decision-making in complex information
environments. The implementation of common standards
and improved algorithms enhances the efficiency and secu-
rity of data processing, creating a more stable foundation
for the operation of adaptive defence systems. M.T. Hos-
sain et al. (2024), in the study, concluded that despite the
high adaptability of offensive systems, defensive Al models
should not focus on instant reaction but rather on build-
ing a resilient architecture capable of withstanding a wide
range of attacks without the need for constant retuning.
The authors believed that excessive adaptability of defence
systems could lead to increased instability in the opera-
tion. This contradicts the current results, which proved
that it is precisely dynamic adaptation and the integration
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of self-learning mechanisms that are key to effectively de-
tecting and neutralising evolving attacks. Thus, there is a
conceptual divergence between the authors’ approaches
and the current study regarding the appropriateness of ac-
tive adaptation in defence.

The issue of the evolution of offensive and defensive
systems is of particular importance. According to the study
results, both systems can evolve in real time, allowing for
improved efficiency in the process of interaction. Attacks
using GANs proved to be among the most dangerous due to
the ability to generate fake data that can be used to bypass
protection. At the same time, defence systems, using ad-
vanced anomaly detection methods, can partially counter
such attacks, but this requires constant updating and im-
provement of models. C. Yinka-Banjo & O.A. Ugot (2020),
in the work, argued that although GAN-based attacks
demonstrate a high level of complexity, these attacks are
not the defining threat factor. In the scientists’ view, com-
bined attacks that integrate social engineering with Al
technologies are more dangerous as these attacks affect
not only technical but also human elements of the system.
This differs from the current findings, where GAN-oriented
attacks were recognised as the most dangerous due to the
ability to generate convincing fake data that is difficult to
detect even by updated systems. Thus, the focus of the au-
thors’ and current studies diverges both in identifying the
main threat and in approaches to its neutralisation.

C. Zhang et al. (2023), in the work, emphasised that of-
fensive systems, especially those using GANs, were among
the most dangerous due to the ability to generate fake data
that can deceive defence systems. In addition, the authors
drew attention to the evolution of offensive strategies,
where systems adapt to new conditions in real time, pos-
ing the challenge of continuous algorithmic improvement
for defensive models. To ensure effective protection, the
authors proposed the use of anomaly detection methods
and the integration of self-learning systems into defence
strategies. Compared to the current study, there are shared
points regarding the need for system adaptability and the
use of generative models as threats. However, the current
work paid more attention to learning methods in the con-
text of attacks and defence, whereas the authors focused on
the evolution of offensive strategies and general approach-
es to improving protection.

Despite all the advantages of attacking models, it is
important to note that there are also certain weaknesses in
both systems. For example, attacks using adversarial input
may only be effective if the input data are properly pre-
pared to bypass defence systems. At the same time, data
limitations for model training are a potential vulnerabili-
ty for offensive systems, which may fail due to insufficient
coverage of all possible attack types. A. Chakraborty et
al. (2021), in the current study, reached similar conclusions,
emphasising that the effectiveness of attacks using adver-
sarial input largely depends on the accuracy of input data
preparation. The authors also noted that offensive models
are vulnerable when there is limited access to high-quality

and representative training datasets. This confirmed the
results of the current study, which found that flaws or in-
sufficiencies in data can significantly reduce attack suc-
cess, just as the effectiveness of protection depends on the
ability to identify the specifics of prepared attacks.

M. Aminu et al. (2024), in the study, focused on the im-
portance of developing specialised algorithms for adapting
offensive systems to new threats. In particular, the authors
proposed the integration of deep learning methods for im-
plementing more complex attacks that can effectively bypass
traditional defence mechanisms. The authors also stressed
the need for continuous updating and development of defence
strategies based on flexibility and self-learning principles, to
be able to respond quickly to new types of attacks, especially
in complex dynamic environments. Comparing these results
with the current ones, it is clear that both approaches agree
on the importance of adaptability and the evolution of offen-
sive and defensive systems. However, the current emphasis on
generative models and the ability to produce fake data does
not fully align with the authors’ approach, which focused on
the use of deep learning methods for attacks. The current
work devoted more attention to real-time interaction and
adaptation, whereas the authors concentrated on the need
for ongoing model updates to counter new types of attacks.

Thus, the results of the study point to the importance
of developing new approaches to creating both offensive
and defensive Al systems. Success in the “Al vs AI” con-
frontation depends on both sides’ ability to rapidly adapt
to changing conditions and improve the strategies. These
studies open new opportunities for ensuring security in
the Al era, but at the same time pose new challenges for
defence systems. H. Rauf et al. (2025) also highlighted the
importance of adaptation in the confrontation between of-
fensive and defensive Al systems. However, in the work, the
focus was more on technological innovations in the field
of attacks, such as the use of new generative model meth-
ods to bypass protection. At the same time, the approach
focused on the need to invest in new defence technologies
capable of overcoming these new attack strategies. Mean-
while, the current results focused more on the dynamic
adaptation of both sides, where the key aspect was not
only technological progress but also the speed of response
to changing conditions. Despite some differences in ap-
proach, it can be noted that both studies agree on the ne-
cessity of rapid adaptation and improvement of strategies
for effective confrontation in the Al era.

The reviewed studies collectively highlighted the
growing complexity and dynamism of AI-driven confronta-
tions in cybersecurity. Despite differences in focus — rang-
ing from attack typologies and learning models to defence
mechanisms and system adaptability — a common thread
was the critical importance of real-time response, continu-
ous model evolution, and integration of advanced technol-
ogies such as generative models, self-learning algorithms,
and blockchain. The current findings emphasised that the
effectiveness of both offensive and defensive Al systems
hinges not only on technical sophistication but also on
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their capacity for rapid adaptation to emerging threats.
This positions the “Al vs AI” paradigm as a defining chal-
lenge for the future of cyber defence.

Conclusions

This study analysed the use of Al both for launching at-
tacks on information systems and for the protection within
the context of the evolutionary confrontation “Al vs AI”.
A detailed classification of offensive models was carried
out according to the type of action (information-analyt-
ical, generative, aggressively influential), training ap-
proaches (static, continuous, reinforcement), target of
the attacks (data, models, users), and level of autonomy
(human-oriented, semi-autonomous, fully autonomous).
This approach made it possible to identify the riskiest
attack configurations, particularly generative models
that adapt in real time and are aimed at bypassing deep
learning defence systems. The dynamics of interaction be-
tween offensive and defensive Al systems in the context
of evolutionary confrontation were analysed, where both
sides demonstrated the ability to learn, adapt, and devel-
op counter-strategies in real time. The classification of at-
tacks included information-analytical (gathering and ana-
lysing confidential information to build targeted attacks),

modelling, it was found that agents with reinforcement
learning demonstrated a high level of penetration into pro-
tected systems even in the presence of traditional security
mechanisms. For example, generative attacks produced up
to 85% false-positive results in biometric systems based
on FaceNet. Defensive strategies, in turn, showed varying
levels of effectiveness: adversarial training increased resil-
ience to attacks by 25%, but depended on the completeness
of the training sample; the use of blockchain ensured high
reliability and access control, but affected system perfor-
mance in real-time mode. The most balanced results were
achieved through combined approaches - the integration
of FL, DP, blockchain, and multimodal authentication made
it possible to achieve up to +40% resilience with an accept-
able accuracy loss (3-6%). This emphasised the importance
of multi-component, adaptive, and context-sensitive solu-
tions in countering high-level intelligent threats. Further
research should focus on reducing the resource intensity
of defence systems, developing effective methods for de-
tecting contextual attacks and generative distortions, and
expanding training datasets to improve the resilience of
models to new types of threats.
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AHOTALLiA. MeToi0 JoCTiIKeHHS 6y/I0 MPOBEeJeHHST KOMIUIEKCHOTO aHali3y PoJii IITYYHOTO iHTENeKTY SIK iHCTPYMEHTY
aTak Ta 3axMCTy B iHQOpMaliifHMX CUCTeMax, 3 aKI[EHTOM Ha OLIiHKY e()eKTMBHOCTI iCHYIOUMX IMiIXO/iB Ta OOIPYHTYBaHHS
MepCreKkTUB iHTerpallii ITyYHOTO iHTeIeKTY /ISl TIOCUIeHHST Kibepbe3rneKky B yMOBax 3pOCTaHHS iHTeleKTyaabHIX 3arpo3.
B pamkax JocaimpKeHHsT 6y710 3MOZe/TbOBAHO MPOTUCTOSTHHS MisK HACTYTIATbHUMU Ta 0O0POHHMMM CUCTEMaMU IITYYHOTO
iHTeneKTy B AMHAMiUHOMY CepelloBMIIi 3 aJalTUBHOIO MOBEMiHKOI0, 1[0 JO3BOIWIO HE JIMIlle BUSIBUTU TUIIOBI BEKTOPU
3arpos, aje i oiHNUTK e(eKTUBHICTh BiAIOBiIHMX KOHTP3axOAiB. By/io BUSIBJIEHO, 110 TeHEPATUBHI MO/, 30KpeMa Ti,
1m0 6a3yI0ThCsI Ha HaBUAHHI 3 MiAKpiTUIeHHAM, eeKTUBHO aJanTyBaaucs 40 0O0POHHUX peakiliit, MMHAIOUM TpaguLliiHi
¢binbTpy Ta eBpuUCTMKMU. BogHOUAc HalBMINy CTifKiCTh IO TaKMX aTak MPOAeMOHCTPYBaIM KOMOIHOBaHi mizxomu, 1o
inTerpyBain ¢enepaTvBHe HaBuaHHs, O/OKueitH Ta nudepeHUianbHy KOHOINEHIiHICTb: piBeHb CTIMfKOCTi NO aTak
361bIMBCS 10 40 % Mpu MOMipHOMY 3HVKEHHI TOUYHOCTI (3-6 %). 3MarajibHe HaBYaHHS 3a6e31e4nIo MiABUIIEeHHS 6e31eKn
10 25 %, xoua TouHicTb 3HU3WIIACS 10 4 %, a 110r0 e(eKTUBHICTh CYTTEBO 3aj1eskasa Bil, TOBHOTY Ta MiH/IMBOCTI HAaBUATbHUX
naHux. T'omomopdHe mudpyBaHHS BUSBUIOCS HANOiIIbIl KOHOGIAEHIIMHMM MigX04oM, aje 3aJIMIIAI0Cs OOMeKeHUM
y MPakTMYHOMY BUKOPUCTAHHI yepe3 HaAMipHe CIOKMBAHHSI PeCcypciB Ta yac 06po6Kku. Xouya iHCTPYMeHTM OI0KuYeiiHy
CIIPUSIIV TIPO30POCTi Ta HE3MIHHOCTI JaHUX, 1ii iIHCTPYMEHTY MaJjii BUCOKY 3aTPUMKY, IO YCKIaJHIOBAIO 3aCTOCYBaHHS B
YMOBax peajibHOTO Yacy. 3arajaoM, pe3yabTaTu JOCTiIKeHHS i TBepAVIN NOLiTbHICTh BUKOPUCTAHHS MYJIbTUMOJAIbHIX,
afanTUBHUX Ta 6araTopiBHEBMX CTPATETIi 3aXMUCTY IJISI CUCTEM ILITYYHOTO iHTEEKTY, 0COOIMBO HA T/Ii 3POCTAHHSI KiIbKOCTi
reHepaTMBHMX aTak, 110 MiJTBEPIKYEThCSl peaJbHUMM BUIagKaMu (Hanpukiaazn, Disney). [IpakTuuHe 3HaUeHHS MOJSATae
y dbopMyBaHHi OCHOB Jjis1 PO3POOKM aJANITUBHUX CUCTEM KiGep3axmCTy, 3MaTHUX MPOTULISITY iHTeNeKTyaaIbHUM aTakam
Yy pexumi peasbHOro yacy. OTpumaHi pe3ynbTaTu MOXKYTb OyTM BUKOPMCTaHi IJis MigBUINEHHS 6e3MeKu KPUTUYHOI
indpactpykTypy, pinancoBux maaTdopm Ta aBTOHOMHUX CUCTEM
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